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On Correctable Errors of Binary Linear Codes
Kenji Yasunaga and Toru Fujiwara, Member, IEEE

Abstract—The error correction capability of binary linear
codes with minimum distance decoding, in particular the number
of correctable/uncorrectable errors, is investigated for general
linear codes and the first-order Reed–Muller codes. For linear
codes, a lower bound on the number of uncorrectable errors
is derived. The bound for uncorrectable errors with a weight
of half the minimum distance asymptotically coincides with
the corresponding upper bound for Reed–Muller codes and
random linear codes. For the first-order Reed–Muller codes,
the number of correctable/uncorrectable errors with a weight
of half the minimum distance plus one is determined. This result
is equivalent to deriving the number of Boolean functions of
m variables with nonlinearity 2m−2 + 1. The monotone error
structure and its related notions larger half and trial set, which
were introduced by Helleseth, Kløve, and Levenshtein, are mainly
used to derive the results.

Index Terms—Error correction capability, monotone error
structure, trial set, Reed–Muller code, Boolean function, non-
linearity

I. INTRODUCTION

A fundamental problem in coding theory is the error perfor-
mance analysis of codes. In this study, we investigate the error
correction capability of binary linear codes with minimum
distance decoding, which is a maximum likelihood decoding
for binary symmetric channels. In particular, we investigate
the numbers of correctable/uncorrectable errors.

It is well known that if the Hamming weight of an error
vector is less than d/2, where d is the minimum distance of
the code, then the minimum distance decoder always corrects
the error. Therefore, the correction capability for errors with
weight ≥ d/2 is crucial to the performance analysis of mini-
mum distance decoding. Particularly important is an analysis
for errors with weight around d/2 because the ratio in such
cases of the correctable errors is highest with weight ≥ d/2.

In the analysis of minimum distance decoding, syndrome
decoding is commonly used. Syndrome decoding performs as
a minimum distance decoding if a minimum weight vector is
selected as the coset leader in each coset. Then the correctable
errors are the coset leaders of the code, and thus the weight
distribution of the coset leaders represents the number of cor-
rectable errors for each weight. Considering this fact, the error
correction capabilities for certain specific codes are completely
determined [1], [2], [3], [4]. For general linear codes, some
bounds on the number of correctable errors were presented
in [5], [6], [7]. Although the first-order Reed–Muller codes
have a simple structure, the exact number of correctable errors

K. Yasunaga is with Department of Mathematical and Computing Sci-
ences, Tokyo Institute of Technology (e-mail: kenji.yasunaga@gmail.com).
Supported by JSPS Global COE Program “Computationism as a Foundation
for the Sciences.” Most of this study was conducted when he was a student at
Osaka University and a post-doctoral fellow at Kwansei Gakuin University.

T. Fujiwara is with Graduate School of Information Science and Technol-
ogy, Osaka University (email: fujiwara@ist.osaka-u.ac.jp).

for them was known only for weight d/2 [8]. Determining
the number of correctable errors of weight i for the first-order
Reed–Muller codes is equivalent to determining the number of
Boolean functions with nonlinearity i, and the nonlinearity of
Boolean functions is an important criterion in cryptography [9,
Sec. 4]. The relation of Boolean function to error correction
is described in Section IV.

In this study, we examine the number of correctable errors
of weight ≥ d/2 using a monotone error structure, which
is an old result in coding theory [10, Theorem 3.11]. The
monotone error structure is the following property: If x is a
correctable error, then any vector that is covered by x is also
correctable, and if x is an uncorrectable error, then any vector
that covers x is also uncorrectable. We say that x covers y if
the support of x contains that of y. This structure is useful for
error analysis since the correctable (and uncorrectable) errors
are characterized by the maximal correctable (and minimal
uncorrectable) errors. Helleseth, Kløve, and Levenshtein [6]
analyzed an asymptotic error correctability of binary linear
codes using the monotone error structure, and introduced two
useful notions, larger half and trial set, which characterizes
the minimal uncorrectable errors (and thus the uncorrectable
errors). A trial set for the code is defined as a set of nonzero
codewords whose larger halves contain the minimal uncor-
rectable errors. In [6] two applications of a trial set were
presented: one that provides an upper bound on the number
of uncorrectable errors, and the other that is for minimum
distance decoding.

For weight ⌈d/2⌉, we derive a lower bound on the number
of uncorrectable errors for general linear codes. The bound is
derived in terms of the numbers of codewords with weights d
and d+1 in a trial set for the code. Because the set of nonzero
codewords is a trial set, the bound is evaluated by the weight
distribution of the codes. The lower bound asymptotically
coincides with the upper bound of [6, Corollary 7] for Reed–
Muller codes and random linear codes. By generalizing the
idea of the lower bound, we also derive a lower bound on the
number of uncorrectable errors for weight i > d/2. However,
as i increases, the generalized becomes weaker.

Furthermore, for the first-order Reed–Muller codes, we
provide explicit expressions for the numbers of correctable
errors of weights d/2 and d/2 + 1. Although the case of
weight d/2 has already been solved by Wu [8], we present
a simpler proof in this paper. As a direct consequence of this
solution, the number of Boolean functions of m variables with
nonlinearity 2m−2 + 1 is determined. We also determine the
weight distribution of the minimal uncorrectable errors.

Finally, because smaller trial sets have desirable applica-
tions, we investigate the sizes of minimum trial sets for codes.
We derive upper and lower bounds on the size of minimum
trial sets. Experimental results show that our bounds are tighter
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than the known bounds, and the sizes of minimum trial sets are
determined for several codes because upper and lower bounds
coincides for them. For the first-order Reed–Muller codes of
length ≥ 16, it is elucidated that the minimum trial set is the
set of the codewords except the all-zero and all-one codewords.

This paper is organized as follows: In Section II, we
describe the monotone error structure and some properties
of larger halves and trial sets needed for our results. In
Section III, we derive lower bounds on the number of uncor-
rectable errors of weight ⌈d/2⌉ and that of weight greater than
⌈d/2⌉ for general linear codes. In Section IV, we provide the
results for the first-order Reed–Muller codes. The numbers of
uncorrectable errors of weight d/2 and d/2 + 1 are provided
in Section IV-A and Section IV-B, respectively. The weight
distribution of the minimal uncorrectable errors is determined
in Section IV-C. The size of minimum trial sets is studied in
Section V. In Section VI, we conclude the paper.

II. MONOTONE ERROR STRUCTURE

In this section, we describe the monotone error structure
and provide definitions and properties of larger halves and
trial sets.

Let F = {0, 1} and Fn be the set of all binary vectors
of length n. Let C ⊆ Fn be a binary linear code of length
n, dimension k, and minimum distance d, or for short, an
(n, k, d) code. Then Fn is partitioned into the 2n−k cosets
of C, denoted by D1, D2, . . . , D2n−k ; Fn =

∪2n−k

i=1 Di and
Di ∩ Dj = ∅ for i ̸= j, where each Di = {vi + c : c ∈ C}
with vi ∈ Fn. The vector vi is called a coset leader of the
coset Di, and every vector in Di can be considered as vi.

Let H be a parity check matrix of C. The syndrome of
a vector v ∈ Fn is defined as vHT . All vectors having the
same syndrome are in the same coset. Syndrome decoding
associates an error vector to each syndrome. The syndrome
decoder presumes that the error vector added to the received
vector y is the coset leader of the coset that contains y.
Thus the set of correctable errors by syndrome decoding is
the set of coset leaders. If each vi has the minimum weight
in the coset Di, then the syndrome decoder performs as a
minimum distance decoder, or a maximum likelihood decoder
for a binary symmetric channel. Let E0(C) be the set of the
coset leaders vi. Then the set of uncorrectable errors E1(C)
is Fn \ E0(C). For 0 ≤ i ≤ n and b ∈ {0, 1}, we define

Eb
i (C) = {v ∈ Eb(C) : w(v) = i},

where w(x) denotes the Hamming weight of a vector x ∈ Fn.
The error probability of C after maximum likelihood decoding
over the binary symmetric channel with cross-over probability
p is given by

n∑
i=1

|E1
i (C)| pi(1 − p)n−i.

In this study, as in [6], we consider vi as the minimum
element in Di with respect to the following total ordering ≼:
for x, y ∈ Fn

x ≼ y if and only if
{

w(x) < w(y), or
w(x) = w(y) and v(x) ≤ v(y),

where v(x) denotes the numerical value of x =
(x1, x2, . . . , xn):

v(x) =
n∑

i=1

xi2n−i.

The relation v(x) < v(y) also means that x is lexicographi-
cally smaller than y.

When the minimum element with respect to ≼ in each coset
is considered as its coset leader, both E0(C) and E1(C) have
a monotone structure1. Let ⊆ denote the partial ordering called
“covering” such that

x ⊆ y if and only if S(x) ⊆ S(y),

where
S(v) = {i : vi ̸= 0}

is the support of v = (v1, v2, . . . , vn). We write x ⊂ y
if x ⊆ y and x ̸= y. Consider x and y with x ⊆ y.
The monotone structure is the following property: If y is a
correctable error, then x is also correctable. If x is uncor-
rectable, then y is also uncorrectable. Using this structure,
Zémor [11] elucidated that the error probability after the
maximum likelihood decoding over the binary symmetric
channels displays a threshold behavior. Helleseth, Kløve, and
Levenshtein [6] studied this structure and introduced larger
halves and trial sets.

Since the set of uncorrectable errors E1(C) has a monotone
structure, E1(C) can be characterized by the minimal uncor-
rectable errors in E1(C). An uncorrectable error y ∈ E1(C)
is minimal if there exists no x ∈ E1(C) such that x ⊂ y.
We denote by M1(C) the set of minimal uncorrectable errors
in C. Larger halves of a codeword c ∈ C are introduced to
characterize the minimal uncorrectable errors, and are defined
as minimal (w.r.t. ⊆) vectors in the set of vectors v ∈ Fn

satisfying v + c ≼ v and v + c ̸= v. From the definition, we
know that the set of larger halves of all nonzero codewords
contains the set of minimal uncorrectable errors. The following
condition is a necessary and sufficient condition that v is a
larger half of c ∈ C :

v ⊆ c, (1)
w(c) ≤ 2w(v) ≤ w(c) + 2, (2)

l(v)

{
= l(c) if 2w(v) = w(c),
> l(c) if 2w(v) = w(c) + 2,

(3)

where
l(x) = min{i : xi ̸= 0}.

The condition (3) is not applicable if w(c) is odd. The proof
of equivalence between the definition and the above condition
is found in the proof of [6, Theorem 1]. Let LH(c) denote
the set of larger halves of c ∈ C \{0}. For a set U ⊆ C \{0},
we define

LH(U) =
∪
c∈U

LH(c).

1In this paper we use the total ordering ≼ in selecting coset leaders for the
monotone error structure. All orderings that give a monotone error structure
are discussed in [6, Appendix I].
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When the weight of c is odd, all the vectors in LH(c) have
the same weight (w(c)+1)/2; whereas when the weight of c
is even, LH(c) consists of vectors of weights w(c)/2 and
w(c)/2 + 1. For convenience, we denote by LH−(c) and
LH+(c) the sets of larger halves of c with weight w(c)/2 and
w(c)/2 + 1, respectively. Then, for an even-weight codeword
c ∈ C, LH(c) = LH−(c) ∪ LH+(c). In addition let
LH−(U) =

∪
c∈U LH−(c) and LH+(U) =

∪
c∈U LH+(c)

for an even-weight subcode U ⊆ C \ {0}.
A set T of nonzero codewords in C is called a trial set [6]

for C if the set of larger halves of codewords in T contains
the set of minimal uncorrectable errors, that is,

M1(C) ⊆ LH(T ).

From the definition of larger half, the set of nonzero codewords
in C is a trial set for C. Since every larger half is an
uncorrectable error, we have the relation

M1(C) ⊆ LH(T ) ⊆ E1(C). (4)

A codeword c is called minimal if c′ ⊂ c for c′ ∈ C
implies c′ = 0. Basic properties and applications of minimal
codewords are seen in [12]. Let C∗ denote the set of minimal
codewords in C. Then we have the following property [6,
Corollary 5]:

If T is a trial set for C, then T ∩ C∗ is also a trial set for C.
(5)

It follows from the above fact that the set of minimal code-
words is a trial set and a trial set can consist of only minimal
codewords.

A trial set can be used to provide an upper bound on the
number of uncorrectable errors. Let T be a trial set for an
(n, k, d) linear code C. For an integer i, we define Ti = {v ∈
T : w(v) = i}. Then, for i with ⌊(d−1)/2⌋ < i ≤ n, it holds
that [6, Corollary 7]

|E1
i (C)| ≤

2i∑
j=d

|Tj |
min{i,j}∑
l=⌈j/2⌉

(
j

l

)(
n − j

i − l

)

−
i∑

l=⌈d/2⌉

|T2l|
(

2l − 1
l

)(
n − 2l

i − l

)
. (6)

For two trial sets T and T ′ with T ⊂ T ′, the bound using T
is tighter than that using T ′. The size of trial sets is discussed
in Section V.

In the rest of paper, for u, v ∈ Fn, we write u ∩ v as the
vector in Fn whose support is S(u) ∩ S(v). For an integer i
we define Ci = {v ∈ C : w(v) = i} for a code C, Ai = |Ci|,
M1

i (C) = {v ∈ M1(C) : w(v) = i}, and LHi(U) = {v ∈
LH(U) : w(v) = i} for U ⊆ C \ {0}.

III. CORRECTABLE ERRORS FOR LINEAR CODES

In this section, we investigate the number of correctable
errors for general linear codes. We provide some lower bounds
on |E1

i (C)| for d/2 ≤ i ≤ n. These lower bounds also provide
upper bounds on |E0

i (C)| since we have the relation |E0
i (C)|+

|E1
i (C)| =

(
n
i

)
for 0 ≤ i ≤ n.

A. Correctable Errors with a Weight of Half the Minimum
Distance

We derive a lower bound on the number of uncorrectable
errors with a weight that is half the minimum distance, which
is |E1

⌈d/2⌉(C)|. The bound is expressed in the numbers of
codewords with weights d and d + 1 in the code.

Since the weight ⌈d/2⌉ is the minimum weight in E1(C),
every vector in E1

⌈d/2⌉(C) is not covered by other uncor-
rectable errors, and thus M1

⌈d/2⌉(C) = E1
⌈d/2⌉(C). From (4)

we have

M1
⌈d/2⌉(C) = LH⌈d/2⌉(T ) = E1

⌈d/2⌉(C), (7)

where T is a trial set for C. We will give a lower bound on
|E1

⌈d/2⌉(C)| by giving that on |LH⌈d/2⌉(T )|.

1) Even Minimum-Weight Case: When d is even,
LH⌈d/2⌉(T ) = LH−(Td). The next lemma implies that the
number of common larger halves among LH−(Td) is small.

Lemma 1: Let C be a linear code with even minimum dis-
tance d. For every distinct c1, c2 ∈ Cd, LH−(c1)∩LH−(c2)
is {c1 ∩ c2} or the empty set.

Proof: Suppose v ∈ LH−(c1)∩LH−(c2). Then w(v) =
d/2, v ⊆ c1∩c2 from (1), and w(c1∩c2) = (w(c1)+w(c2)−
w(c1 + c2))/2 ≤ d/2. Hence v = c1 ∩ c2.

We provide a lower bound in the next theorem. The upper
bound in the theorem is derived by (6).

Theorem 1: Let C be a linear code with even minimum
distance d and T a trial set for C. Then(

1
2

(
d
d
2

)
− |Td| + 1

)
|Td| ≤ |E1

d
2
(C)| ≤ 1

2

(
d
d
2

)
|Td|.

Proof: We provide a bound on |LH−(Td)|, which equals
to |E1

d/2(C)|. For every c ∈ Td, the number of vectors in
LH−(c) that are also larger halves of other codewords in Td

is at most |Td| − 1 from Lemma 1. Thus, we have the lower
bound

∑
c∈Td

(|LH−(c)| − (|Td| − 1)).

The bound can be improved when Td = Cd.

Corollary 1: Let C be a linear code with even minimum
distance d. Then

|E1
d
2
(C)| ≥

(
1
2

(
d
d
2

)
−

⌊
Ad − 1

2

⌋)
Ad.

Proof: Recall the proof of Theorem 1 in the case that C \
{0} is considered as a trial set for C. Suppose c, c′ ∈ Cd have
the common larger half c∩ c′. Then c has no common larger
half of weight d/2 with the codeword c + c′, since l(c) ̸=
l(c + c′). Therefore for every c ∈ Cd, the number of vectors
in LH−(c) that are also larger halves of other codewords
in Cd is at most ⌊(Ad − 1)/2⌋. We obtain the lower bound∑

c∈Cd
(|LH−(c)| − ⌊(Ad − 1)/2⌋).

It would be good to find a set Td that provides a tight bound.
We note, however, that we cannot find any nontrivial set Td if
the lower bound in Corollary 1 is positive. In this case, it must
be that Td = Cd because every c ∈ Cd has at least one larger
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half that has no common larger half with other codewords in
Cd, which means that every c ∈ Cd should be in Td.

The difference between the upper and the lower bounds is at
most |Td|2. If the fraction |Td|/

(
d

d/2

)
tends to zero as the code

length increases, the lower bound asymptotically coincides
with the upper one.

2) Odd Minimum-Weight Case: When d is odd,
LH⌈d/2⌉(T ) = LH(Td) ∪ LH−(Td+1). The next lemma
implies that the number of common larger halves among
LH(Td) and LH−(Td+1) is small.

Lemma 2: Let C be a linear code with odd minimum
distance d. For every distinct c1, c

′
1 ∈ Cd and distinct c2, c

′
2 ∈

Cd+1, the following conditions hold: (a) LH(c1)∩LH(c′1) =
∅; (b) LH(c1)∩LH−(c2) is {c1 ∩ c2} or the empty set; and
(c) LH−(c2) ∩ LH−(c′2) is {c2 ∩ c′2} or the empty set.

Proof: Every vector v ∈ LH(c1)∪LH(c′1)∪LH−(c2)∪
LH−(c′2) has weight w(v) = (d + 1)/2. For c, c′ ∈ C \ {0},
every vector v ∈ LH(c) ∩ LH(c′) has the property from (1)
that v ⊆ c ∩ c′. From the equality w(c ∩ c′) = (w(c) +
w(c′) − w(c + c′))/2 and the fact w(c + c′) ≥ d, we have
that w(c1 ∩ c′1) < (d + 1)/2, w(c1 ∩ c2) ≤ (d + 1)/2, and
w(c2 ∩ c′2) ≤ (d + 1)/2. Thus the statement follows.

We provide a lower bound by a similar argument as in the
even case. The upper bound is derived by (6).

Theorem 2: Let C be a linear code with odd minimum
distance d and T a trial set for C. Then(

d
d+1
2

)
|Td|+max

{(
d

d+1
2

)
− |Td| − |Td+1| + 1, 0

}
|Td+1|

≤ |E1
d+1
2

(C)| ≤
(

d
d+1
2

)
(|Td| + |Td+1|).

Proof: We provide a bound on |LH(Td)|+|LH−(Td+1)\
LH(Td)|, which equals |E1

(d+1)/2(C)|. Since c ∈ Cd has no
common larger half with c′ ∈ Cd \ {c} from Lemma 2, we
have that |LH(Td)| = |LH(c)| · |Td| =

(
d

(d+1)/2

)
|Td|.

Next we provide a lower bound on |LH−(Td+1)\LH(Td)|.
For every c ∈ Td+1, the numbers of vectors in LH−(c) that
are also in LH(Td) and LH−(Td+1 \ {c}) are at most |Td|
and |Td+1| − 1, respectively, from Lemma 1. Thus, we obtain
the lower bound

∑
c∈Td+1

(|LH−(c)| − |Td| − (|Td+1| − 1)).

The above lower bound can be improved when Td = Cd

and Td+1 = Cd+1.

Corollary 2: Let C be a linear code with odd minimum
distance d. Then

|E1
d+1
2

(C)|

≥
(

d
d+1
2

)
Ad+max

{(
d

d+1
2

)
−

⌊
Ad

2

⌋
−

⌊
Ad+1 − 1

2

⌋
, 0

}
.

Proof: Recall the proof of Theorem 2 in the case when
Td = Cd and Td+1 = Cd+1. We improve the lower bound
on |LH−(Cd+1) \ LH(Cd)|. Suppose c ∈ Cd+1 and c′ ∈ Cd

have the common larger half c ∩ c′. Then c + c′ ∈ Cd has
no common larger half with c since l(c ∩ c′) = l(c) and
l(c) /∈ S(c+c′). Likewise, suppose c ∈ Cd+1 and c′′ ∈ Cd+1

have the common larger half c∩c′′. Then c+c′′ ∈ Cd+1 has no
common larger half with c since l(c) = l(c′′) and thus l(c) /∈
S(c + c′′). Therefore, for every c ∈ Cd+1, the numbers of
vectors in LH−(c) that are also in LH(Cd) and LH−(Cd+1)
are at most ⌊Ad/2⌋ and ⌊(Ad+1−1)/2⌋, respectively. We have
the lower bound

∑
c∈Cd+1

(|LH−(c)| − ⌊Ad/2⌋ − ⌊(Ad+1 −
1)/2⌋).

The difference between the upper and lower bounds is
at most (|Td| + |Td+1|)|Td+1|. Therefore, if the fraction
|Td+1|/

(
d

(d+1)/2

)
tends to zero as the code length increases,

the lower bound asymptotically coincides with the upper one.
In what follows, we see that the lower and upper bounds

asymptotically coincide for Reed–Muller codes and random
linear codes.

a) Reed–Muller codes: For the r-th order Reed–Muller
code of length 2m, the minimum distance is 2m−r and
the number of minimum weight codewords is presented in
Theorem 9 of [13, Chapter 13], which is upper bounded by
(2m+1 − 2)r.

The fraction Ad/
(

d
d/2

)
is upper bounded by

Ad(
d
d
2

) ≤ (2m+1 − 2)r

22m−r−1 ≤ 2(m+1)r−2m−r−1
.

Thus for a fixed r the fraction tends to zero as m increases.
This means that the upper and lower bounds in Theorem 1
asymptotically coincide.

b) Random Linear Codes: A random linear code is a
code whose generator matrix has equiprobable entries. That
is, first we set a parameter R = k/n, and then choose a
generator matrix from all the 2nk possible generator matrices
with probability 2−nk. We investigate the typical behavior of
codes from this ensemble. All logarithms in this subsection
are taken to the base two.

Let ϵ > 0 be any constant. It is known [14, Sec. 2.1] that
with high probability the minimum distance is δn with δGV <
δ ≤ δGV + ϵ, where δGV is the smaller value satisfying 1 −
H(δGV) = R and H(x) is the binary entropy function of x.
Using Stirling’s approximation [15, pp.52–54],

√
2πn

(n

e

)n

e
1

12n+1 < n! <
√

2πn
(n

e

)n

e
1

12n , (8)

for any 0 < λ < 1, we have that n−1 log
(

n
λn

)
= H(λ)−o(1).

Since
(

x
x/2

)
is a monotonically increasing function of x, we

have that n−1 log
(

d
d/2

)
≥ n−1 log

(
δGVn

δGVn/2

)
≥ δGV(H(1/2)−

o(1)) = δGV − o(1) for typical random linear codes.
The weight distribution of typical random linear codes is

studied in [16]. Let Āαn with 0 < α ≤ 1 be the number of
codewords of weight αn for typical random linear codes. It
is shown that n−1 log Āαn ≤ R − 1 + H(α) + o(1), which is
a monotonically increasing function of α for α < 1/2. Thus
we have that n−1 log Ād ≤ n−1 log Ā(δGV+ϵ)n ≤ R − 1 +
H(δGV + ϵ) + o(1) for δGV + ϵ < 1/2.
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From the above results, for even d,

n−1 log
Ād(
d

d/2

) ≤ R − 1 + H(δGV + ϵ) − δGV + o(1)

= H(δGV + ϵ) − H(δGV) − δGV + o(1). (9)

It follows from the concavity of H(x) that H(δGV + ϵ) −
H(δGV) < ϵH ′(δGV), where H ′(x) = dH(x)/dx =
log((1 − x)/x). If we choose ϵ < δGV/H ′(δGV), (9) is
negative for large n, which means that the ratio Ād/

(
d

d/2

)
tends to zero as n tends to infinity. For odd d, the ratio
Ad+1/

(
d

(d+1)/2

)
tends to zero as n tends to infinity by a similar

argument, since n−1 log
(

d
(d+1)/2

)
≥ n−1 log

(
δGVn

(δGVn+1)/2

)
≥

δGV(H(1/2+1/(2δGVn))−o(1)) ≈ δGV and n−1 log Ād+1 ≤
n−1 log Ā(δGV+ϵ)n+1 ≤ R− 1 + H(δGV + ϵ + 1/n) + o(1) ≈
R−1+H(δGV+ϵ). Therefore, the upper and lower bounds in
Theorems 1 and 2 asymptotically coincide for typical random
linear codes.

B. Correctable Errors with a Weight Greater than Half the
Minimum Distance

By generalizing the results in the previous section, we give
a lower bound on |LHi(C \ {0})| for ⌈d/2⌉ ≤ i ≤ ⌊n/2⌋.
This lower bound is also a lower bound on |E1

i (C)| based on
the relation M1

i (C) ⊆ LHi(T ) ⊆ E1
i (C) for a trial set T for

C.

Theorem 3: Let C be a linear code with minimum distance
d and T a trial set for C. We define Ti = |T2i−2|+ |T2i−1|+
|T2i| and T ′

i = |T2i−2||T2i−1| + |T2i−1||T2i| + |T2i||T2i−2|.
For an integer i with ⌈d/2⌉ ≤ i ≤ ⌊n/2⌋, if(

2i − 3
i

)
>

(
2i − ⌈d

2⌉
i

)
Ti

holds, then(
2i − 3

i

)
Ti −

(
2i − ⌈d

2⌉
i

)
(T 2

i − T ′
i )

≤ |LHi(T )| ≤
(

2i − 1
i

)
Ti.

Proof: First we observe that |LHi(T )| = |LH+(T2i−2)∪
LH(T2i−1) ∪ LH−(T2i)| = |LH+(T2i−2)| + |LH(T2i−1) \
LH+(T2i−2)| + |LH−(T2i) \ {LH+(T2i−2) ∪ LH(T2i−1)}|.
Let c and c′ be codewords in T2i−2 ∪ T2i−1 ∪ T2i. Then
w(c∩c′) = (w(c)+w(c′)−w(c+c′))/2 ≤ (2i+2i−d)/2 =
2i − ⌈d/2⌉. Therefore the number of common larger halves
of weight i between c and c′ is at most

(
2i−⌈d/2⌉

i

)
. For

c ∈ T2i−2 ∪ T2i−1 ∪ T2i, the number of larger halves of
c with weight i is at least

(
2i−3

i

)
. Let P =

(
2i−⌈d/2⌉

i

)
and

Q =
(
2i−3

i

)
. Then a lower bound on |LH+(T2i−2)| is (Q −

P |T2i−2|)|T2i−2|. Similarly, lower bounds on |LH(T2i−1) \
LH+(T2i−2)| and |LH−(T2i)\{LH+(T2i−2)∪LH(T2i−1)}|
are (Q− P (|T2i−2|+ |T2i−1|))|T2i−1| and (Q− P (|T2i−2|+
|T2i−1| + |T2i|))|T2i|, respectively. Thus the lower bound
follows.

The upper bound is obtained from the inequality
|LHi(T )| ≤ |LH+(T2i−2)| + |LH(T2i−1)| + |LH−(T2i)| ≤(
2i−3

i

)
|T2i−2| +

(
2i−1

i

)
|T2i−1| +

(
2i−1

i

)
|T2i| ≤

(
2i−1

i

)
Ti.

The lower bound in the above theorem is based on the fact
that the set of the larger halves of a trial set is contained in
the set of uncorrectable errors. From the fact that a larger half
is introduced to characterize the minimal uncorrectable errors
and that the number of minimal uncorrectable errors is small
for large weight, the bound in Theorem 3 is weak for large i.
In addition, the condition that a trial set should satisfy is more
restrictive.

Note that, for the case of weight i = ⌈d/2⌉, the bound in
the previous section is better than that in Theorem 3.

IV. CORRECTABLE ERRORS FOR THE FIRST-ORDER
REED–MULLER CODES

In this section, we study the error structure of the first-order
Reed–Muller codes. Let RMm denote the first-order Reed–
Muller codes of length 2m. Before presenting our results, we
describe the relation between the correctable errors of RMm

and the nonlinearity of Boolean functions, and provide some
properties of RMm used later.

The binary r-th order Reed–Muller code of length 2m

corresponds to the Boolean functions of m variables with
degree at most r. RMm corresponds to the set of affine
functions of m variables. The nonlinearity of a Boolean
function f is defined as the minimum distance between f and
affine functions, and is equal to the weight of the coset leader
in the coset to which f belongs. Hence the weight distribution
of coset leaders of RMm represents the distribution of the
nonlinearity of Boolean functions. The number of Boolean
functions of m variables with nonlinearity i is equal to
|E0

i (RMm)| · |RMm| = |E0
i (RMm)|2m+1. Nonlinearity is

an important criterion for cryptographic system, block ciphers
and stream ciphers. Many studies have been conducted on the
nonlinearity of Boolean functions in cryptography. For further
details, see [17], [9] and references therein.

For an integer m ≥ 1, RMm is defined recursively as

RMm =


F2 for m = 1,∪
c∈RMm−1

{c ◦ c, c ◦ c} for m ≥ 2,

where u ◦ v denotes the concatenation of u and v, and v =
1 + v. Since all codewords in RMm except the all-zero and
the all-one codewords are minimum weight codewords, the set
RM∗

m of the minimal codewords is RMm \ {0,1}.
From the conditions (1)–(3) we have

|LH−(c)| =
(

2m−1 − 1
2m−2 − 1

)
=

1
2

(
2m−1

2m−2

)
,

|LH+(c)| =
(

2m−1 − 1
2m−2 + 1

)
for every c ∈ RM∗

m.
We define

Sm = {l(c) : c ∈ RMm}.

Then Sm forms message coordinates for RMm, and
|Sm| = m + 1. For notational simplicity, we write Sm =
{s1, s2, . . . , sm+1}, where s1 = 1 and si = 2i−2 + 1 for
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2 ≤ i ≤ m + 1. We define the set Cm(si) ⊆ RM∗
m for

1 ≤ i ≤ m + 1 as follows:

Cm(si) = {c ∈ RM∗
m : l(c) = si}.

Then RM∗
m =

∪m+1
i=1 Cm(si). We obtain

|Cm(si)| =

{
2m − 1 for i = 1,
2m+1−i for 2 ≤ i ≤ m + 1.

(10)

We provide some facts that are used later.

Lemma 3 ([8, Lemma 2]): For 2 ≤ l ≤ m, let
c1, c2, . . . , cl be codewords in RM∗

m such that c1, . . . , cl, and
1 are linearly independent. Then w(c1∩c2∩· · ·∩cl) = 2m−l.

Lemma 4: Let c1, c2 be distinct codewords in RM∗
m such

that c1 ̸= c2. Then {v : w(v) = 2m−2, v ⊆ c1,v ⊆ c2} =
{c1 ∩ c2}.

Proof: Since c1, c2, and 1 are linearly independent,
w(c1 ∩ c2) = 2m−2 by Lemma 3. Since v ⊆ c1 and v ⊆ c2,
we have v ⊆ c1 ∩ c2. Then v = c1 ∩ c2 must hold.

Lemma 5: Let c1, c2 be distinct codewords in RM∗
m. Then

LH−(c1) ∩ LH−(c2) =

{
{c1 ∩ c2} if l(c1) = l(c2),
∅ otherwise.

Proof: Suppose LH−(c1)∩LH−(c2) is not empty. Then
for any v ∈ LH−(c1) ∩ LH−(c2), l(v) = l(c1) = l(c2)
from (3). If l(c1) = l(c2), then l(c1 ∩ c2) = l(c1) = l(c2)
and c1∩c2 ∈ LH−(c1)∩LH−(c2). The lemma follows from
these facts and Lemma 1.

Lemma 6: Let c1, c2, c3 be distinct codewords in RM∗
m.

For m ≥ 3,

w(c1 ∩ c2 ∩ c3)

=


2m−2 if c1 + c2 + c3 = 1,

0
if c1 + c2 + c3 = 0

or ci + cj = 1 for some i, j ∈ {1, 2, 3},
2m−3 otherwise.

Proof: The statement follows from the fact that w(c1 +
c2 + c3) = w(c1) + w(c2) + w(c3)− 2(w(c1 ∩ c2) + w(c2 ∩
c3) + w(c1 ∩ c3)) + 4w(c1 ∩ c2 ∩ c3) and Lemma 3.

A. Correctable Errors with a Weight of Half the Minimum
Distance

In this section, we determine the number of correctable
errors with a weight of half the minimum distance for RMm.
The proof has already been provided in [8]; however, here we
present a slightly simpler proof.

In the proof of [8], the cosets that have uncorrectable errors
of weight 2m−2 are partitioned into three types. Then the
number of cosets for each type is determined, and the structure
of cosets containing the vectors of weight 2m−2 is revealed.
On the other hand, in our proof, we first observe that the
uncorrectable errors of weight 2m−2 are equivalent to the set
of larger halves of weight 2m−2 of codewords in RM∗

m. Next

we count the number of larger halves that are common among
more than one codeword leads to the result. Our approach
does not clarify the structure of cosets containing the vectors
of weight 2m−2. Therefore, our proof leads directly to the
result and is thus simpler than that of [8].

From (5) and (7) we have E1
2m−2(RMm) = LH−(RM∗

m).
There may be some v ∈ E1

2m−2(RMm) that is a larger half
of more than one codeword in RM∗

m. Let i ≥ 1 be an integer.
We define

Di
m

= {v ∈ E1
2m−2(RMm) : |{c ∈ RM∗

m : v ∈ LH−(c)}| = i}.

That is, Di
m is the set of the uncorrectable errors v of weight

2m−2 such that v is a common larger half among i codewords
in RM∗

m. Then

|E1
2m−2(RMm)| =

∑
i≥1

|Di
m|. (11)

The following lemma states that more than three codewords
in RM∗

m cannot have a common larger half of weight 2m−2.

Lemma 7: Di
m = ∅ for m ≥ 2 and i ≥ 4.

Proof: For v ∈ E1
2m−2(RMm), suppose that there are

four distinct codewords cj ∈ RM∗
m with 1 ≤ j ≤ 4 such

that v ∈ LH−(cj). It holds from the condition (1) that v ⊆∩4
j=1 cj . Since the weight of v is 2m−2, from Lemma 6, a

sum of any three cj’s must be the all-one codeword, which is
impossible if cj’s are distinct.

Corollary 3: For m ≥ 2,

|E1
2m−2(RMm)| = |D1

m| + |D2
m| + |D3

m|, (12)

(2m − 1)
(

2m−1

2m−2

)
= |D1

m| + 2|D2
m| + 3|D3

m|. (13)

Proof: (12) is obtained from (11) and Lemma 7. The left-
hand side of (13) is the product of |RM∗

m| = 2m+1 − 2 and
|LH−(c)| for c ∈ RM∗

m, which is equal to the right-hand side
by Lemma 7.

Next, we will determine |D2
m| and |D3

m|. |D1
m| and

|E1
2m−2(RMm)| will thereby be determined by Corollary 3.

Lemma 8: For m ≥ 2,

D2
m =

∪
si∈Sm\{s1,sm+1}

{c1 ∩ c2 : c1, c2 ∈ Cm(si), c1 ̸= c2},

D3
m = {c1 ∩ c2 : c1, c2 ∈ Cm(s1), c1 ̸= c2}.

Proof: Suppose two distinct codewords c1, c2 ∈ RM∗
m

have a common larger half v of weight 2m−2. Then l(c1) =
l(c2) and v = c1∩c2 from Lemma 5. We consider codewords
in Cm(si) only for 1 ≤ i ≤ m, since there is only one
codeword in Cm(si) for i = m + 1. If another codeword
c3 ∈ RM∗

m has the same larger half v, then c3 = c1 + c2

from Lemma 6, and the condition l(c1) = l(c2) = l(c1 + c2)
holds if and only if c1, c2 ∈ Cm(s1).
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Corollary 4: For m ≥ 2,

|D2
m| = |D3

m| =
1
3

(
2m − 1

2

)
.

Proof: From the proof of Lemma 8, for each pair of dis-
tinct codewords c1, c2 ∈ Cm(s1), they and c1 + c2 ∈ Cm(s1)
have the common larger half. Each pair of distinct codewords
in Cm(si) for 2 ≤ i ≤ m has the common larger half.
Therefore, we have

|D3
m| =

|Cm(s1)|(|Cm(s1)| − 1)
6

=
1
3

(
2m − 1

2

)
and

|D2
m| =

m∑
i=2

|Cm(si)|(|Cm(si)| − 1)
2

=
1
3

(
2m − 1

2

)
from (10).

The number of uncorrectable errors of weight half the mini-
mum distance is determined by Corollaries 3 and 4.

Theorem 4 ([8]): For m ≥ 2,

|E1
2m−2(RMm)| = (2m − 1)

(
2m−1

2m−2

)
−

(
2m − 1

2

)
.

The number of correctable errors is obtained by the equation
|E0

2m−2(RMm)| + |E1
2m−2(RMm)| =

(
2m

2m−2

)
. These expres-

sions can be evaluated from (8) as follows:

|E0
2m−2(RMm)| ≈ 2√

3π2m−1

(
16

3
√

3

)2m−1

,

|E1
2m−2(RMm)| ≈ 22m−1+ m

2 +1

√
π

.

B. Correctable Errors with a Weight of Half the Minimum
Distance Plus One

We determine the number of correctable errors with
a weight of half the minimum distance plus one for
the first-order Reed–Muller codes. We partition the set
E1

2m−2+1(RMm) into two subsets. The first one is the set of
vectors of weight 2m−2 + 1 that are covered by a codeword
in RM∗

m. The set is defined as

Wm = {v ∈ Fn
2m−2+1 : v ⊆ c for some c ∈ RM∗

m}, (14)

where

Fn
i = {v ∈ Fn : w(v) = i} for 1 ≤ i ≤ n.

Note that every v ∈ Wm is an uncorrectable error because the
coset containing v contains the smaller weight vector c + v.

The second subset is the set of the remaining vec-
tors, E1

2m−2+1(RMm) \ Wm. Here note that Wm contains
LH+(RM∗

m), which in turn contains all minimal uncor-
rectable errors. Hence a vector in the second set is a non-
minimal vector. Such a vector covers a minimal uncorrectable

���������	�

�

�������
���� ��� ��

�� �� �! "

#$�%&' '(�) *+, -.

Fig. 1. The structure of E1
2m−2+1

(RMm).

error of weight 2m−2. Since the set of minimal uncorrectable
errors of weight 2m−2 is LH−(RM∗

m), we consider the set
of vectors obtained by adding a weight-one vector to vectors
in LH−(RM∗

m) that are not covered by codewords in RM∗
m.

We define
Fn

1 (c) = {e ∈ Fn
1 : e ∩ c = 0}

for c ∈ RM∗
m. Then, the second subset can be represented as

Xm \ Ym, where

Xm =
∪

c∈RM∗
m

{v + e : v ∈ LH−(c), e ∈ Fn
1 (c)},

Ym = {u ∈ Xm : u ⊆ c for some c ∈ RM∗
m},

and thus we have

|E1
2m−2+1(RMm)| = |Wm| + |Xm \ Ym|. (15)

The relations between M1(RMm), LH+(RM∗
m), Wm, and

Xm \ Ym in E1
2m−2+1(RMm) are shown in Figure 1.

The set Wm contains
(

2m−1

2m−2+1

)
vectors for each codeword

in RM∗
m, and all |RM∗

m| ·
(

2m−1

2m−2+1

)
such vectors are distinct

as shown in the following lemma.

Lemma 9: Let c be a codeword in RM∗
m and v a vector

of weight 2m−2 + 1 such that v ⊆ c. Then there is no other
codeword c′ in RM∗

m such that v ⊆ c′.

Proof: If v ⊆ c′, then c′ ̸= c and w(c ∩ c′) ≥ w(v) =
2m−2 + 1. These contradict Lemma 3.

Now we have

|Wm| = 2(2m − 1)
(

2m−1

2m−2 + 1

)
.

Next, we will determine the size of Xm \ Ym. For Xm and
Ym, we define the corresponding multisets X̃m and Ỹm. That
is, X̃m is a multiset obtained by taking the union of the sets of
vectors obtained by adding vectors e ∈ Fn

1 (c) to larger halves
v ∈ LH−(c) for each c ∈ RM∗

m. The set Ỹm is a multiset of
vectors in X̃m that are covered by some codeword in RM∗

m.
Then we have

|X̃m| = |RM∗
m| ·

(
2m−1 − 1
2m−2 − 1

)
· 2m−1

= 2m−1(2m − 1)
(

2m−1

2m−2

)
(16)
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since the number of larger halves of each codeword is(
2m−1−1
2m−2−1

)
from (1)–(3), and there are 2m−1 choices for

e ∈ Fn
1 (c). We determine |Xm \ Ym| by using X̃m and Ỹm.

First we show that the multiplicity of vectors in X̃m is not
greater than two.

Lemma 10: The multiplicity of a vector in X̃m is less than
or equal to two for m ≥ 5.

Proof: Let c1, c2, c3 be codewords in RM∗
m. Suppose

there exist vi, ei for 1 ≤ i ≤ 3 such that vi ∈ LH−(ci),
ei ∈ Fn

1 (ci), and vi + ei = vj + ej for any i, j ∈ {1, 2, 3}.
From the definition of X̃m, it easily follows that c1, c2, and
c3 are all distinct.

First we prove that w(c1 ∩ c2 ∩ c3) = 2m−3. It follows
from the assumption that w(c1 ∩ c2 ∩ c3) ̸= 0 for m ≥ 4
and that vi ̸= vj for any i, j ∈ {1, 2, 3} for m ≥ 3. By
Lemma 6, it is sufficient to show that c1 + c2 + c3 ̸= 1.
Suppose c1 + c2 + c3 = 1. Then c1 ∩ c2 ∩ c3 = 0 and
thus e1 ∩ e2 ∩ e3 = 0, leading to a contradiction. Hence
w(c1 ∩ c2 ∩ c3) = 2m−3.

Since vi ⊆ ci for any i, w(c1∩c2∩c3) ≥ w(v1∩v2∩v3) ≥
2m−2 − 2. Thus we have 2m−3 ≥ 2m−2 − 2. A contradiction
arises for m ≥ 5.

It is easy to see from the definitions that if x ∈ Xm ∩Ym,
then x has the same multiplicity in X̃m and Ỹm. Thus the
size of Xm \ Ym is represented as follows:

|Xm \ Ym| = |X̃m| − |Ỹm| − |Z̃m|
2

, (17)

where Z̃m is the multiset defined as

Z̃m =
{

u ∈ X̃m :
u * c for every c ∈ RM∗

m,
the multiplicity of u is two

}
.

We will determine |Ỹm| and |Z̃m|. Note that

|Ỹm|

=
∑

c1∈RM∗
m

∑
c2∈RM∗

m

∣∣∣∣{(v, e) :
v ∈ LH−(c1),
e ∈ Fn

1 (c1), v + e ⊆ c2

}∣∣∣∣ .

The next lemma is useful to determine |Ỹm|.

Lemma 11: For c1, c2 ∈ RM∗
m, if {(v, e) : v ∈

LH−(c1), e ∈ Fn
1 (c1), v + e ⊆ c2} is not empty, then

c1 ̸= c2 and l(c1) ∈ S(c2). (18)

If (18) holds, the set is equivalent to

{(c1 ∩ c2, e) : e ∈ Fn
1 (c1), S(e) ⊆ S(c2) \ S(c1)}. (19)

Proof: If c1 = c2, we cannot choose e such that e ∈
Fn

1 (c1) and v + e ⊆ c2. If l(c1) /∈ S(c2), there is no v
satisfying v ⊆ c2 since l(c1) = l(v). Next we prove the
equivalence of the sets. Using Lemma 4, we have v = c1∩c2.
The fact that e is selected as S(e) ⊆ S(c2)\S(c1) is obvious.

For each c1 ∈ RM∗
m, the number of codewords c2 sat-

isfying (18) is |RMm|/2 − 2 = 2m − 2. For c1 and c2

satisfying (18), there is only one c1 ∩ c2, and there are
|S(c2)\S(c1)| = 2m−2 choices of e, and thus the size of (19)
is 2m−2. Therefore we have

|Ỹm| = |RM∗
m| · (2m − 2) · 2m−2

= 2m(2m − 1)(2m−1 − 1). (20)

The following lemma is useful to derive |Z̃m|.

Lemma 12: Let u ∈ X̃m of multiplicity two. That is, u is
represented as u = v1 + e1 = v2 + e2 where vi ∈ LH−(ci),
ci ∈ RM∗

m, ei ∈ Fn
1 (ci) for i = 1, 2, and c1 ̸= c2. Then, for

m ≥ 4, there exists c3 ∈ RM∗
m such that u ⊆ c3 if and only

if e1 = e2.

Proof: (For the “only if” part) We have that c1 ̸= c3

from v1 + e1 ⊆ c3, and that c1 ̸= c3 from v1 + e1 * c1

and v1 + e1 ⊆ c3. Since v1 ⊆ c1 and v1 ⊆ c3, we have
v1 = c1 ∩ c3 by Lemma 4. Equivalently, v2 = c2 ∩ c3. Then
v1∩v2 = c1∩c2∩c3, and hence w(v1∩v2) = w(c1∩c2∩c3).
On one hand, w(c1 ∩ c2 ∩ c3) is either 2m−2, 2m−3, or 0
from Lemma 6, because c1, c2, and c3 are distinct. On the
other hand, w(v1 ∩ v2) is 2m−2 if v1 = v2, and is 2m−2 − 1
otherwise because v1 +e1 = v2 +e2. Therefore w(v1∩v2) =
2m−2 for m ≥ 4. Hence v1 = v2, and thus e1 = e2.

(For the “if” part) Since v1 ̸= 0, v1 ⊆ c1, and v1 =
v2 ⊆ c2, we have c1 ̸= c2. Then we have v1 = c1 ∩ c2 by
Lemma 4. Thus v1 = c1 ∩ c2 ⊆ c1 + c2. Since e1 ∩ c1 =
e1∩c2 = 0, we have e1 ⊆ c1 + c2. Note that c1 + c2 ∈ RM∗

m

since c1 + c2 ̸= 0,1. By considering c3 = c1 + c2, there is
c3 ∈ RM∗

m such that u = v1 + e1 ⊆ c3.

From Lemma 12, we obtain

|Z̃m| =
∑

c1∈RM∗
m

∣∣∣∣∣∣
∪

c2∈RM∗
m\{c1}

Zm(c1, c2)

∣∣∣∣∣∣ ,

where

Zm(c1, c2)

=

(v1, e1) :
v1 ∈ LH−(c1), e1 ∈ Fn

1 (c1),
there are v2 ∈ LH−(c2) and e2 ∈ Fn

1 (c2)
such that v1 + e1 = v2 + e2,e1 ̸= e2

 .

It is easily inferred that

Zm(c1, c2)

=

(w + e2, e1) :
w ∈ Fn

2m−2−1, w ⊆ c1 ∩ c2,

e1 ∈ Fn
1 (c1), e2 ∈ Fn

1 (c2), e1 ̸= e2,
l(w + e2) = l(c1), l(w + e1) = l(c2)

 .

Fixing c1 ∈ RM∗
m, to determine the size of Zm(c1, c2), we

consider three cases depending on c2. Hereafter, we omit the
conditions w ∈ Fn

2m−2−1, w ⊆ c1 ∩ c2, e1 ∈ Fn
1 , e2 ∈ Fn

1 in
the expression for Zm(c1, c2).

1) l(c1) = l(c2). It can be shown that

Zm(c1, c2)

=

(w + e2, e1) :
l(w) = l(c1 ∩ c2),
S(e2) ⊆ S(c1) \ S(c2),
S(e1) ⊆ S(c2) \ S(c1)

 .
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This set is not empty for all c2 satisfying l(c1) =
l(c2). For each c1 ∈ Cm(si) there are |Cm(si)| − 1
such codewords c2 in RM∗

m. The size of the set is
(2m−2 − 1) · 2m−2 · 2m−2.

2) l(c1) > l(c2). There are two subcases.
a) l(c1) ∈ S(c2). Then

Zm(c1, c2)

=
{

(w + e2, e1) :
S(e1) = {l(c2)},
S(e2) ⊆ S(c1) \ S(c2)

}
.

This set is not empty for all c2 satisfying the con-
ditions. For each c1 ∈ Cm(si) with i ≥ 2, there are((∑

j<i |Cm(sj)| + 1
)

/2 − 1
)

such codewords
c2 in RM∗

m. The size of the set is (2m−2−1)·2m−2.
b) l(c1) /∈ S(c2). Then

Zm(c1, c2)

=
{

(w + e2, e1) :
S(e1) = {l(c2)},
S(e2) = {l(c1)}

}
.

This set is not empty for all c2 satisfying the
conditions except for the case c1 = c2. For
each c1 ∈ Cm(si) with i ≥ 2, there are((∑

j<i |Cm(sj)| + 1
)

/2 − 1
)

such codewords
c2 in RM∗

m. The size of the set is 2m−2.
3) l(c1) < l(c2). The number of vectors we should count

is equal to that for the Case 2.

From the above analysis we have

|Z̃m| =
m+1∑
i=1

|Cm(si)|(|Cm(si)| − 1)(2m−2 − 1)(2m−2)2

+ 2
m+1∑
i=2

|Cm(si)|

1
2

i−1∑
j=1

|Cm(sj)| + 1

 − 1


×

(
(2m−2 − 1)2m−2 + 2m−2

)
=

(
(2m − 1)(2m − 2) +

1
3
(22m − 1) − (2m − 1)

)
× (2m−2 − 1)(2m−2)2

+ 2
(

(2m − 1)2 − 1
3
(22m − 1)

)
(2m−2)2

= 22m−3

(
2m

3

)
. (21)

From (15), (16), (17), (20), and (21), we determine the
number of uncorrectable errors of weight 2m−2 +1 for RMm.

Theorem 5: For m ≥ 5,

|E1
2m−2+1(RMm)|

= (2m − 1)(2m−1 + 4)
(

2m−1

2m−2 + 1

)
− (4m−2 + 3)

(
2m

3

)
.

The number of correctable errors of weight 2m−2 +
1 is obtained from the equation |E0

2m−2+1(RMm)| +

|E1
2m−2+1(RMm)| =

(
2m

2m−2+1

)
. Using (8), the expressions for

|E0
2m−2+1(RMm)| and |E1

2m−2+1(RMm)| can be evaluated as

|E0
2m−2+1(RMm)| ≈

√
3

π2m−3

(
16

3
√

3

)2m−1

,

|E1
2m−2+1(RMm)| ≈ 22m−1+ 3

2 m

√
π

.

C. Minimal Uncorrectable Errors

In this section, we determine the weight distribution of the
minimal uncorrectable errors in the first-order Reed–Muller
codes, which is defined as (|M1

0 (RMm)|, |M1
1 (RMm)|, . . . ,

|M1
n(RMm)|). The weight distribution of the minimal uncor-

rectable errors provides a better upper bound on the numbers
of uncorrectable errors than (6) using the bound of [6, Eq. (6)].

It follows from the fact that M1(RMm) ⊆ LH(RM∗
m) =

LH2m−2(RM∗
m) ∪ LH2m−2+1(RM∗

m) and (7) that

|M1
i (RMm)|

=

0 for
0 ≤ i ≤ 2m−2 − 1,

2m−2 + 2 ≤ i ≤ n,

|E1
2m−2(RMm)| for i = 2m−2.

(22)

The size of E1
2m−2(RMm) is given in Theorem 4.

For the weight 2m−2 + 1 we have

|M1
2m−2+1(RMm)|
= |LH+(RM∗

m)| − |LH+(RM∗
m) \ M1(RMm)|. (23)

We will determine |LH+(RM∗
m)| and |LH+(RM∗

m) \
M1(RMm)| in the rest of this section.

The size of LH+(RM∗
m) is immediately determined. From

Lemma 9 there is no common larger half of weight 2m−2 +1
of more than one codeword in RM∗

m. Therefore

|LH+(RM∗
m)| =

(
2m−1 − 1
2m−2 + 1

)
· |RM∗

m|

= 2(2m − 1)
(

2m−1 − 1
2m−2 + 1

)
. (24)

Next we will determine |LH+(RM∗
m) \ M1(RMm)|. For

v1 ∈ LH+(RM∗
m), v1 is not minimal if and only if there is

v2 ∈ LH−(RM∗
m) such that v2 ⊆ v1. Then the following

lemma holds.

Lemma 13: For c1, c2 ∈ RM∗
m, if {(v1,v2) : v1 ∈

LH+(c1), v2 ∈ LH−(c2), v2 ⊆ v1} is not empty, then

l(c1) < l(c2) and l(c2) ∈ S(c1). (25)

If (25) holds, the set is equivalent to{
(v2 + e, v2) :

v2 = c1 ∩ c2, e ∈ Fn
1 ,

S(e) ⊆ S(c1) \ {S(c2) ∪ {l(c1)}}

}
.

(26)

Proof: The inequality l(c1) < l(c2) comes from l(c1) <
l(v1) ≤ l(v2) = l(c2), and l(c2) ∈ S(c1) comes from
l(c2) = l(v2) ∈ S(v2) ⊆ S(v1) ⊆ S(c1). Next we prove
the equivalence of the sets. Using Lemma 4, we have that
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v2 = c1 ∩ c2. Then v1 = v2 + e, and e is selected as
e ∈ Fn

1 , S(e) ⊆ S(c1) \ {S(c2) ∪ {l(c1)}} .

Next we consider the number of v2 ∈ LH−(RM∗
m) covered

by v1 ∈ LH+(RM∗
m).

Lemma 14: For v1 ∈ LH+(RM∗
m), there is at most one

v2 ∈ LH−(RM∗
m) such that v2 ⊆ v1 for m ≥ 4.

Proof: Suppose there are two distinct vectors v2 ∈
LH−(c2) and v3 ∈ LH−(c3) such that v2 ⊆ v1 and v3 ⊆ v1

for some c2, c3 ∈ RM∗
m. Then we have v2 = c1 ∩ c2

and v3 = c1 ∩ c3 from Lemma 13. The vector v1 is
represented as v2 + e1 and v3 + e2 for vectors e1, e2 ∈
Fn

1 . Then d(v2, v3) = d(v1 + e1,v1 + e2) = 2, where
d(x,y) is the Hamming distance between x and y. However,
d(v2, v3) = d(c1∩c2, c1∩c3) ≥ 2m−2 because v2 and v3 are
distinct codewords in the second-order Reed–Muller code, the
minimum distance of which is 2m−2. Therefore a contradiction
arises if m ≥ 4.

If v1 ∈ LH+(c1) covers v2 ∈ LH−(c2) for c2 ∈ RM∗
m,

then v2 is unique for v1 from Lemma 14. Then the number
of v1 in LH+(c1) that covers v2 is the size of S(c1) \
{S(c2) ∪ {l(c1)}} from (26), which is equal to 2m−2 − 1.
If we know the number of larger halves in LH−(RM∗

m)
that are covered by larger halves in LH+(RM∗

m), then the
product of it and 2m−2 − 1 yields the number of vectors
in LH+(RM∗

m) that cover some larger half in LH−(RM∗
m),

which is |LH+(RM∗
m) \ M1(RMm)|.

We determine the number of v2 ∈ LH−(RM∗
m) such

that v2 ⊆ v1 for some v1 ∈ LH+(RM∗
m). Suppose v2 ∈

LH−(c2) and c2 ∈ Cm(si), 1 ≤ i ≤ m+1. For c2 ∈ Cm(si),
the number of c1 ∈ RM∗

m satisfying (25) is

|Cm(s1)| + 1
2

− 1 +
i−1∑
j=2

|Cm(sj)|
2

= 2m − 1 + 2m−i+1.

From (26) we have v2 = c1 ∩ c2. Then there may be another
codeword c3 ∈ RM∗

m such that v2 = c1 ∩ c3. That is, v2 is a
common larger half of c2 and c3. Fortunately, the number of
such larger halves is obtained in Section IV-A and is |D2

m|.
In the case we consider here, there is no common larger half
of three codewords, which is a larger half of a codeword in
D3

m. This result occurs because, as in the proof of Lemma 8,
D3

m consists of larger halves of codewords in Cm(s1), but
the larger halves we consider here are those in Cm(si) for
i ≥ 2. Therefore the number of v2 ∈ LH−(RM∗

m) such that
v2 ⊆ v1 for some v1 ∈ LH+(RM∗

m) is
m+1∑
i=2

|Cm(si)|(2m − 1 + 2m−i+1) − |D2
m|

=
m+1∑
i=2

2m−i+1(2m − 1 + 2m−i+1) − 1
3

(
2m − 1

2

)
=

(
2m − 1

2

)
.

Thus the product of
(
2m−1

2

)
and 2m−2 − 1 gives the size of

|LH+(RM∗
m) \ M1(RMm)|.

Lemma 15: For m ≥ 4,

|LH+(RM∗
m) \ M1(RMm)| = (2m−2 − 1)

(
2m − 1

2

)
.

Now the weight distribution of the minimal uncorrectable
errors for RMm is determined.

Theorem 6: For m ≥ 4 and 0 ≤ i ≤ n,

|M1
i (RMm)|

=


(2m − 1)

(
2m−1

2m−2

)
−

(
2m−1

2

)
for i = 2m−2,

2(2m − 1)
(
2m−1−1
2m−2+1

)
−(2m−2 − 1)

(
2m−1

2

) for i = 2m−2 + 1,

0 otherwise.

Proof: The statement follows from Theorem 4, (22), (23),
(24), and Lemma 15.
Using (8), we obtain

|M1
2m−2+1(RMm)| ≈ 22m−1+ m

2 +1

√
π

.

V. TRIAL SETS

In this section, we study the sizes of trial sets for general
linear codes and the first-order Reed–Muller codes. As pre-
sented in (6), a trial set can be used for deriving an upper
bound on the number of uncorrectable errors. Also, trial sets
can be used for minimum distance decoding. The algorithm is
described in [6]. Although no reasonable upper bounds on the
complexity of the algorithm is known, the complexity seems
to depend on the size of a trial set used in the algorithm. In
both applications, smaller trial sets are desirable. Therefore
we consider a smallest trial set. Define a minimum trial set
for C as the smallest trial set for C, denoted by Tmin. Note
that Tmin itself may not be unique. The size of minimum trial
sets is discussed for general linear codes in Section V-A and
for the first-order Reed–Muller codes in Section V-B.

A. Linear Codes

We provide some upper and lower bounds on the size of
minimum trial sets for general linear codes. It is clear from (5)
that |Tmin| ≤ |C∗|. Let us define Tnec as the set of minimal
codewords c ∈ C∗ such that, for some v ∈ M1(C), v ∈
LH(c), and v /∈ LH(c′) for all c′ ∈ C∗ \ {c}. That is, for
c ∈ C∗,

c ∈ Tnec ⇔ LH(c) \ LH(C∗ \ {0, c}) ̸= ∅.

The codewords in Tnec are necessary to compose a trial set.
We have the following bounds on the size of minimum trial
sets.

Theorem 7: Let Tmin be a minimum trial set for an (n, k)
linear code C with minimum distance d ≥ 2. Then

max{k, |Tnec|} ≤ |Tmin| ≤ |Tnec| + |M1(C) \ LH(Tnec)|.

Proof: If a codeword c ∈ C is an input into a trial set
decoder, then the decoder finds the coset leader 0 and thus
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TABLE I
BOUNDS OF THE SIZES OF MINIMUM TRIAL SETS FOR SOME BCH, EXTENDED BCH, AND REED–MULLER CODES.

Lower bounds Upper bounds
(n, k) code C New |Tmin| [6] New

k |Tnec| |C∗| |Tnec| + |M1(C) \ LH(Tnec)|
(15,11) BCH 11* 11* 11 – 83 308 83*
(15,7) BCH 7 44* 44 – 87 108 87*
(15,5) BCH 5 30* 30 30* 30*
(16,11) exBCH 11 15* 15 – 79 588 79*
(16,7) exBCH 7 45* 45 – 86 126 86*
(16,5) exBCH 5 30* 30 30* 30*
* The maximum/minimum value for the lower/upper bounds.

outputs c. For the correctness of the decoder, see [6, Sec. 2].
The coset leader found by the decoder is the sum of codewords
in Tmin and the input. Therefore, the linear span of a trial set
forms the code C. This leads to k ≤ |Tmin|. The inequality
|Tnec| ≤ |Tmin| is obvious.

From the definition of Tnec, Tmin contains Tnec. We show
that the number of remaining codewords that should be in
Tmin, that is |Tmin \ Tnec|, is upper bounded by |M1(C) \
LH(Tnec)|. First, note that, since LH(Tmin) contains M1(C),
M1(C) \LH(Tnec) consists of larger halves of codewords in
Tmin \ Tnec. Next, for every c ∈ Tmin \ Tnec, there is at least
one vector v ∈ LH(c)∩ (M1(C) \LH(Tnec)) such that v is
not a larger half of the other codewords in Tmin \ Tnec. This
is because, if every larger half of c in M1(C) \ LH(Tnec) is
also a larger half of another codeword in Tmin \ Tnec, then
LH(Tmin \ {c}) contains M1(C) and thus c can be removed
from Tmin, which contradicts the definition of a minimum trial
set. Since every c ∈ Tmin \ Tnec has at least one larger half
that cannot be a larger half of another codeword in Tmin\Tnec,
the number of codewords in Tmin \ Tnec is upper bounded by
|M1(C) \ LH(Tnec)|.

While a naive algorithm for computing |Tmin| requires
22O(n)

time, the time complexity for computing |Tnec| and
|M1(C) \ LH(Tnec)| is 2O(n). Therefore, the above bounds
are useful in estimating |Tmin|.

We compute the bounds in Theorem 7 and the upper bound
|C∗| for some codes. The results are shown in Table I. The
new upper bound is tight for all codes compared to the known
bound. The upper and lower bounds coincide for two codes,
the (15, 5) BCH code and the (16, 5) extended BCH code.

B. First-Order Reed–Muller Codes

We determine the minimum trial set Tmin for the first-order
Reed–Muller code of length 2m, RMm. The next lemma shows
that all codewords in RM∗

m are in Tnec for m ≥ 4.

Lemma 16: Let c ∈ RM∗
m with m ≥ 4. Then

LH−(c) \ LH−(RM∗
m \ {c}) ̸= ∅.

Proof: Since l(v) = l(c) for every v ∈ LH−(c)
from (3), we consider LH−(Cm(l(c)) \ {c}) rather than
LH−(RM∗

m \ {c}). For every c′ ∈ Cm(l(c)) \ {c}, c and c′

have a common larger half of weight 2m−2, which is c ∩ c′,
from Lemma 5. Therefore if the size of LH−(c) is larger
than that of Cm(l(c))\{c}, there is at least one larger half in

LH−(c) that is not a larger half in LH−(Cm(l(c))\{c}). The
size of Cm(l(c)) is at most 2m − 1 from (10). The inequality
|LH−(c)| =

(
2m−1

2m−2

)
/2 > 2m − 1 holds for m ≥ 4.

Theorem 8: The minimum trial set for RMm with m ≥ 4
is RM∗

m.

Proof: From Lemma 16, for every c ∈ RM∗
m, there exists

at least one vector v ∈ LH−(c) such that v /∈ LH(RM∗
m \

{c}). Thus RM∗
m ⊆ Tnec ⊆ Tmin. From (5) we obtain Tmin ⊆

RM∗
m.

Note that some of codewords in RM∗
3 may not be in Tmin

for RM3. In fact, |RM∗
3| = 14 but |Tmin| = 10.

VI. CONCLUSION AND FUTURE WORK

In this study, we have examined the number of cor-
rectable/uncorrectable errors of weight ≥ d/2 for binary linear
codes. For general linear codes, lower bounds on the number
of uncorrectable errors of weight ≥ d/2 have been derived.
For the first-order Reed–Muller codes, we have determined the
number of correctable errors of weight d/2+1 and the weight
distribution of the minimal uncorrectable errors. For the sake
of applications, we have analyzed the size of minimum trial
sets.

An interesting future work would be to derive a good lower
bound on the number of uncorrectable errors of weight > d/2.
Our lower bound in Section III-B is a lower bound on the set
of larger halves, which is a subset of the set of uncorrectable
errors. Since the larger half was introduced for characterizing
minimal uncorrectable errors, our lower bound cannot be good
enough for the size of uncorrectable errors.

Another avenue for future study is to apply the analysis
using the monotone error structure for other specific codes,
such as the second-order Reed–Muller codes and BCH codes.
Also, the number of uncorrectable errors of weight ⌈d/2⌉ is
yet to be determined for these specific codes.

Furthermore, from the result of Section V-A, the size of
minimum trial sets is quite smaller than that of the set of the
minimal codewords. Estimating the sizes of minimum trial sets
for longer codes or random linear codes will be important for
applications of trial sets. In this connection, estimating the
time-complexity of the trial set decoding could be another
future work.
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